MATH 124 Spring 2005

_ecture: Regression

Skills you should acquire from this lecture:
- These are lecture notes about regression. It is
unlikely that we will get time to fully discuss these

in class, but they will be useful for doing the final
Excel assignment.

Related readings in the textbook:
- Sections 2.3, 2.4, 10.1



This part introduces the concept of simple linear regression. The goal is to
find the equation of the line which best fits the scatterplot.
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Text Box


This part introduces the concept of simple linear regression. The goal is to find the equation of the line which best fits the scatterplot.
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This part shows an example and then discusses how you can use a
regression line to predict the value of the response variable given a value
for the explanatory variable. It then talks about the topic of transformation.
The goal of transformation is to make the relationship between the two
variables more linear so that you can fit a simple linear regression line.
Finally it mentions R-squared which can be used to judge how well the
regression line fit the observed data. Higher R-squared values means
better fit
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research
Text Box
This part shows an example and then discusses how you can use a regression line to predict the value of the response variable given a value for the explanatory variable. It then talks about the topic of transformation. The goal of transformation is to make the relationship between the two variables more linear so that you can fit a simple linear regression line. Finally it mentions R-squared which can be used to judge how well the regression line fit the observed data. Higher R-squared values means better fit
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This part is very advanced and talks about how you can carry out confidence
Intervals and hypothesis tests for the regression parameters.
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research
Text Box
This part is very advanced and talks about how you can carry out confidence intervals and hypothesis tests for the regression parameters.
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This last part discusses residuals and residuals plots. These can be used to
visually assess how well the linear regression line that you have fitted
models the observed data.
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research
Text Box
This last part discusses residuals and residuals plots. These can be used to visually assess how well the linear regression line that you have fitted models the observed data. 
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